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Abstract: The increasing demand for portable computing has elevated power consumption to be one of
the most critical design parameters. A high-level synthesis system, HYPER-LP, is presented for mini-
mizing power consumption in application specific datapath intensive CMOS circuits using a variety of
architectural and computational transformations. The synthesis environment consists of high-level esti-
mation of power consumption, a library of transformation primitives, and heuristic/probabilistic opti-
mization search mechanisms for fast and efficient scanning of the design space. Examples with varying
degree of computational complexity and structures are optimized and synthesized using the HYPER-LP
system. The results indicate that more than an order of magnitude reduction in power can be achieved
over current-day design methodologies while maintaining the system throughput; in some cases this can
be accomplished while preserving or reducing the implementation area.

1.0 Introduction

VLSI research and development efforts have focused primarily on optimizing speed to realize computation-

ally intensive real-time tasks such as video compression and speech recognition. As a result, many systems

have successfully integrated various complex signal processing modules to meet users’ computation and enter-

tainment demands. While these solutions have provided answers to the real-time problem, they have not

addressed the rapidly increasing demand for portable operation. The strict limitation on power dissipation

which portability imposes, must be met by the designer while still meeting ever higher computational require-

ments.

The desirability of portable operation of all types of electronic systems has become clear. It seems that by

merely providing the same functionality of a wired system in an untethered implementation, a significant mar-

ket advantage can be obtained for virtually any electronic function. Consumer electronics companies have

made available portable televisions, camcoders, compact disk players, and recently hand held multimedia
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devices; cordless phones provide limited mobile access for voice communications with virtually unlimited

access now being provided by cellular phones; laptops, notebooks and palmtops are the fastest growing market

segment of computers.

While wireless devices are rapidly making their way to the consumer market, a key design constraint for por-

table operation has not been considered, namely the total power consumption of the device. Reducing the total

power consumption in such systems is important since it is desirable to maximize the run time with minimum

requirements on size and weight allocated to batteries.

In this work, we address the problem of automatically finding computational structures that result in the low-

est power consumption for a specified throughput given a high-level algorithmic specification. The basic

approach is to scan the design space utilizing various flowgraph transformations, high-level power estimation,

and efficient heuristic/probabilistic search mechanisms. While transformations have been successfully applied

in high-level synthesis with the goal of optimizing speed and/or area, they have not addressed the problem of

minimizing power.

2.0 Sources of Power Dissipation

In CMOS technology, there are three sources of power dissipation: switching, short-circuit and leakage cur-

rents. The switching component, however, is the only one that can not be made negligible if proper design

techniques are followed. The switching power for a CMOS gate with a load capacitor, CL, is given by [1]:

 Pswitching = Energy per Transition• f = Cavg • Vdd
2 • f = (pt CL) • Vdd

2 • f (EQ 1)

wheref is the clock frequency, andpt is the probability of a power consuming transition (0 -> 1).

The energy consumed is therefore a quadratic function of the operating voltage, as verified in Figure 1a,

which is an experimentally derived plot of the normalized energy vs. Vdd. This dependence on supply voltage

has been verified for a number of logic functions and logic styles [2]. The average capacitance switched, Cavg

= Σ pt CL, for a uniformly distributed set of input values has been characterized for each logic and memory

element in the cell library. Similarly, the delays for the various elements in the cell-library were characterized

as a function of supply voltage. Figure 1b shows experimental data of normalized delayvs. Vdd for a typical

CMOS gate implemented in 2.0 µm technology. Once again, the delay dependence on supply voltage was ver-

ified to be relatively independent of various logic functions and logic styles [2].
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It is clear that operating at the lowest possible voltage is most desirable, however, this comes at the cost of

increased delays and thus reduced throughput. However, by modifying the architecture through a variety of

transformations the throughput can be regained, and thus a power savings can be accomplished while retaining

the required functionality. It is also possible to reduce the power by choosing an architecture that minimizes the

effective capacitance at a fixed voltage: through reductions in the number of operations, the interconnect

capacitance, the glitching activity, and internal bit widths and using operations that require less energy per

computation.

3.0 Previous Work

In this section, a summary of the previous work done in low-power design and high-level design exploration

is presented along with how this research relates to the previous efforts.

3.1 Low-power Design Techniques

 The quadratic influence of voltage on power, makes voltage scaling the most attractive scheme for power

reduction. A “technology” based approach proposes choosing the power supply voltage based on maintaining

the speed performance for a given submicron technology [3]. By exploiting the relative independence of delay

on supply voltage at high electric fields, the voltage can be dropped to some extent for a velocity-saturated

device with very little penalty in speed performance. This was found to achieve a 60% reduction in power for a

3.3V system when compared to a 5 volt operation [4]. [2] presents an architecture based voltage scaling strat-

egy that results in an optimal voltage for power that is much lower (in the 1-1.5V range) than obtained from the

technology based scaling. The idea is to maintain throughput at reduced supply voltages through hardware

duplication or pipelining. By using parallel, identical units, the speed requirements on each unit are reduced,

allowing for a reduction in voltage. This work presents an efficient transformation based high-level synthesis

approach to explore the architecture based voltage scaling strategy [2].

Power reduction can also be achieved by minimizing the capacitance switched at all levels of the design.

There are a number of options available in choosing and optimizing the basic circuit approach and topology for

implementing various logic and arithmetic functions. A pass-transistor logic family was found to minimize

physical capacitance when compared to a conventional CMOS logic family [5]. At a another level, there are

various topological choices for implementing a given function. For example, an adder can implemented using

ripple-carry or carry-lookahead approaches. The power trade-off between various types of adders and multipli-

ers were investigated in [6] and they concluded that a carry-lookahead topology was the “best” after taking into
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account the speed-capacitance trade-off. Optimizing transistor sizing is yet another degree of freedom avail-

able in minimizing the energy. To minimize the parasitic capacitances, it is desirable to use minimal sized

devices as much as possible, which also assists in minimizing the interconnect routing lengths and their associ-

ated parasitic capacitances [2]. To minimize the total switched capacitance in random logic modules, several

logic synthesis optimization techniques have been proposed to lower the power dissipation [7].

3.2 Transformations in High-level Synthesis

Over the last few years, several high-level synthesis systems have incorporated comprehensive sets of trans-

formations, coupled with powerful optimization strategies. Example systems with elaborate applications of

transformations are Flamel [8], SAW [9], SPAID [10], HYPER [11], and CATHEDRAL [12].

Among the set of transformations used by the Flamel design system are loop transformations, height reduc-

tion and constant propagation. SAW uses among other transformations in-line expansion, dead code elimina-

tion, four types of transformations for conditional statements and pipelining as supporting steps during the

behavioral and structural partitioning. The SPAID system’s set of transformations includes retiming and pipe-

lining, interleaving, substitution of multiplications with constants by addition and shifts and algebraic transfor-

mations. HYPER uses more than 20 different transformations whose application is supported by several

probabilistic optimization algorithms. CATHEDRAL emphasizes on support for loop transformations. All sys-

tems provide interactive frameworks where the designer explores the influence of transformation mechanism

or optimization algorithms for a specific transformation.

The systems described above use transformations to optimize design parameters such as area and throughput.

This work addresses the problem of how high-level flowgraph transformations can be used to reduce the power

consumption of VLSI implementation.

3.3 Power Estimation

Most of the work done in power estimation falls under three categories: gate-level probabilistic estimation,

switch-level estimation, and circuit-level estimation. The primary trade-off between these approaches is the

computational complexityvs. accuracy. Circuit-level approaches result in the most accurate estimates, while

being the most computationally intensive.

Gate-level probabilistic approaches estimate the internal node activities of a network given the distribution of

the input signals [13], [14], [15]. Once the signal probability for each node in the network is determined, the

total average capacitance switched is then estimated as ∑ pi0 (1−pi0) Ci , wherepi0 is the probability that node i
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will be in theZERO state, and Ci is the physical capacitance associated with node i. The total power is then

estimated as Cavg * V dd
2 * fclk

An approach for estimating the power consumption in CMOS circuits using a switch-level simulator is pre-

sented in [16]. The basic idea is to monitor the number of times each node in the circuit transitions during the

simulation period.Cavg is given by ∑Ni / N Ci, where  Ni is the total number of power consuming transitions for

node i, N is the number of simulation cycles, and Ci is the physical capacitance of node i. This approach (using

the IRSIM simulator [17]) was used to estimate power at the layout level. The results from a few fabricated

chips, indicate that the predicted power from IRSIM is within 30% of the measured power.

At the lowest level, power can be estimated using a circuit simulator such as SPICE. The design is described

at a very low-level and the simulator accounts for short-circuit and leakage components of power. The major

problem with this approach is the long simulation time which limits the number of patterns that can be applied.

 The approaches mentioned above estimate power consumption from a low-level of abstraction. To use these

approaches in a high-level synthesis framework, the high-level representation of the algorithm has to be

mapped to a low-level description (gate or transistor level), which is very time consuming. Also, the estimation

time for each new topology is too long to meaningfully explore many architectures. Hence, power must be esti-

mated efficiently from a high level of abstraction. Recently, techniques to estimate the power consumption at

the architecture level (after the flowgraph has been scheduled) have been developed [18]. In this work, power

is estimated from an algorithmic level so the design space can be quickly explored.

4.0 Using Transformations to Optimize Power

Transformations are changes to the computational structure in a manner that the input/output behavior is pre-

served. The number and type of computational modules, their interconnection and their sequencing of opera-

tion are optimized. The use of transformations makes it possible to explore a number of alternative

architectures and to choose those which result in the lowest power. We will use the control-data flow graph for-

mat to represent computation [11], in which nodes represent operations, and edges represent data and control

dependencies. Transformations have primarily been used until now to optimize either the implementation area

or the system throughput. The goal here is to optimize a different function, namely the power dissipation of the

final circuit while meeting the functional throughput of the system. Two key approaches are used to reduce

power for a fixed throughput: reducing the supply voltage by utilizing speed-up transformations (section 4.1)

and reducing the effective capacitance being switched using a variety of transformations (sections 4.2 - 4.6).
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4.1 Control Step Reduction to Lower Supply Voltage

This is probably the single most important type of transformations for power reduction. It is not only the most

common type of transformation, but often has the strongest impact on power. The basic idea is to reduce the

number of control steps, so that slower control clock cycles can be used for a fixed throughput, allowing for a

reduction in supply voltage [2]. The reduction in control step requirements is most often possible due to the

exploitation of concurrency. Many transformations profoundly affect the amount of concurrency in the compu-

tation. This includes retiming/pipelining, algebraic transformations and loop transformations.

To illustrate the application of speed-up transformations to lower power, consider a first order IIR filter, as

shown in Figure 2a, with a critical path of 2. Due to the recursive bottleneck [19] imposed by the filter struc-

ture, it is impossible to reduce the critical path using retiming or pipelining. Also, the simple structure does not

provide opportunities for the application of algebraic transformations and applying a single transformation is

not enough to reduce power in this example. Applying loop unrolling (Figure 2b) does not change the effective

critical path or capacitance and therefore the supply voltage cannot be altered; as a result, the power cannot be

reduced. However, loop unrolling enables several other transformations (distributivity, constant propagation,

and pipelining) which result in a significant reduction in power dissipation. After applying loop unrolling, dis-

tributivity and constant propagation in a systematic way, the output samples can be represented as:

YN-1 = XN-1 + A * YN-2 (EQ 2)

YN = XN + A * XN-1 + A2 * YN-2 (EQ 3)

The transformed solution has a critical path of 3 (Figure 2c). However, pipelining can now be applied to this

structure, reducing the critical path further to 2 cycles (Figure 2d). Since the final transformed block is working

at half the original sample rate (since we are processing 2 samples in parallel), and the critical path is same as

the original datapath (2 control cycles), the supply voltage can be dropped to 2.9V (the voltage at which the

delays increase by a factor of 2, see Figure 1b). However, note that the effective capacitance increases since the

transformed graph requires 3 multiplications and 3 additions for processing 2 samples while the initial graph

requires only one multiplication and one addition to process one sample, or effectively a 50% increase in

capacitance. The reduction in supply voltage, however, more than compensates for the increase in capacitance

resulting in an overall reduction of the power by a factor of 2 (due to the quadratic effect of voltage on power).

This simple example can used to illustrate that optimizing for throughput will result indifferent solution that

optimizing for power. For this example, arbitrary speedup can be achieved by continuing to apply loop unroll-

ing combined with other transformations (algebraic, constant propagation, and pipelining). The speedup grows
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linearly with the unrolling factor, as shown in Figure 3. If the goal is to minimize power consumption while

keeping the throughput fixed, the speedup can be used to drop the supply voltage. Unfortunately, the capaci-

tance grows linearly with unrolling factor (since the number of operations per input sample increases) and soon

limits the gains from reducing the supply voltage. This results in an “optimum” unrolling factor for power of 3,

beyond which the power consumption starts to increase again.

This example bring out two very important points: First, the application of a particular transformation can

have conflicting effects on the different components of power consumption. For example, a transformation can

reduce the voltage component of power (through a reduction in the critical path) while simultaneously increas-

ing the capacitance component of power. Therefore, while speed-up transformations can be used to reduce

power by allowing for reduced supply voltages, the “fastest” solution is often NOT the lowest power solution.

The design environment described later can be used to automatically explore the design space using speed-up

transformations (as described above) and find the “optimum” solution which trade’s off capacitance and volt-

age for a fixed throughput. Second, the application of transformations in a combined fashion almost always

results in lower power consumption than the isolated application of a single transformation. In fact, it is often

necessary to apply a transformation which may temporarily increase the power budget, in order to enable the

application of transformations which will result in a more dramatic power reduction.

A simple first order IIR filter was presented above to demonstrate that the optimization for throughput is very

different than optimization for power. Now consider a bigger and more widely used example, the DCT (Dis-

crete Cosine Transform), to illustrate this point further. We will compare two implementation of the DCT: one

proposed by Feig and Winograd [20] and the other, the direct maximally fast form. Feig’s DCT algorithm can

be derived from the direct form using the exceptionally sophisticated application of common subexpression

elimination/replication and algebraic rules. The direct form can be derived from the Feig’s DCT, by the simple

application of the transformation set using the procedure for maximally fast implementation of linear computa-

tion [21]. While Feig’s DCT has a critical path of 11 cycles, the maximally fast DCT has a critical path of only

7 cycles. Therefore the Vdd can be reduced from 5 V to 3.25 V. While the reduction of the supply was rela-

tively significant, the effective capacitance increased at a rate larger than an order of magnitude. Feig’s form

has 54 multiplications and 462 additions while the maximally fast form has 4,096 multiplication and 4,096

additions. The power increases by a factor of more than 20, even after taking into account the voltage reduction

due to throughput improvement.

The examples presented in this subsection clearly indicate that there is a sharp difference in the objective

function for throughput and power. A number of key transformation for throughput enhancement have the
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effect of increasing the number of operations or increasing the interconnect area. For example, it has been

shown that common subexpression can yield, for many classes of design implementation, arbitrarily high

throughput at the expense of additional number of operations [21]. Similarly, it has been demonstrated that

retiming for throughput often results in designs with exceptionally high interconnect requirements [22].

4.2 Operation Reduction

The most obvious approach to reduce the switched capacitance, is to reduce the number of operations (and

hence the number of switching events) in the data control flow graph. While reducing the operation count typ-

ically has the effect of reducing the effective capacitance, the effect on critical path is case dependent. To illus-

trate this trade-off, consider evaluating second and third order polynomials. Computation of polynomials is

very common in digital signal processing, and Horner’s scheme (the final structure in our examples) is often

suggested in filter design and FFT calculations when very few frequency components are needed [23].

First we will analyze the second order polynomial X2 + AX + B. The left side of Figure 4a shows the

straightforward implementation which requires two multiplications and two additions and has a critical path of

3 (assuming that each operation takes one control cycle). On the right side of Figure 4a, a transformed version

having a different computational structure (obtained using algebraic transformations) is shown. The trans-

formed graph has the same critical path as the initial solution and therefore the two solutions will have the

same throughput at any given supply voltage. However, the transformed flowgraph has one less multiplication,

and therefore has a lower capacitance and power.

Figure 4b illustrates a situation where a significant reduction in the number of operations is achieved at the

expense of a longer critical path. This example once again involves the computation of a polynomial, this time

of the form X3+AX2+BX+C. Again, by applying algebraic transformations we can transform the computation

to the Horner’s scheme. The number of multiplications reduces by two, resulting in a reduction of the effective

capacitance. However, the critical path is increased from 4 to 5, dictating a higher supply voltage than in the

initial flowgraph for the same computational throughput. Once again, this example shows that a transformation

can have different effects on capacitance and voltage, making the associated power minimization task a diffi-

cult optimization problem.

Transformations which directly reduce the number of operations in a control data flow graph include: com-

mon subexpression elimination, manifest expression elimination, and distributivity.
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4.3 Operation Substitution

Certain operations inherently require less energy per computation than other operations. A prime example of

transformation which explores this trade-off is strength reduction, often used in software compilers, in which

multiplications are substituted by additions [24]. Although this situation is not as common as the ones pre-

sented in the previous section, sometimes it is possible to achieve significant savings using this type of trade-

off.

 Unfortunately, this type of transformation often comes at the expense of an increase in the critical path

length. This point is illustrated in Figure 5, which shows the frequently used application of redundancy manip-

ulation, distributivity and common subexpression in complex number multiplication. Ai and Ar are constants.

While the second implementation has a lower effective capacitance, it has a longer critical path. Fixing the

available time to be a constant, we see that the second implementation requires at least three control cycles

(assuming each operation take one control cycle), while the first one requires only two. This implies that the

voltage in the first implementation can be dropped lower than the voltage in the second implementation, since

the same computational throughput can be met with a 50% slower clock rate.

A powerful transformation in this category is conversion of multiplications with constants into shift-add

operations. Since multiplications with fixed coefficients are quite common in signal processing applications

like DCT, filters, etc., the application scope of this transformation is large. Table 1 shows the power breakdown

for a 11 tap FIR filter before and after this transformation. The power consumed by the execution units is

reduced to one-eighth of the original power and the power consumed in the registers is also reduced. A small

penalty is paid in the controller but there is a gain in the interconnect power due to a reduction in the length of

the bus lines (since the final implementation has a smaller area), resulting in a total power savings of 62%.

4.4 Resource Utilization

It is often possible to reduce the required amount of hardware, while preserving the number of control steps

[22]. This is possible because after certain transformations, operations are more uniformly distributed over the

available time, resulting in a denser schedule. These transformations include retiming for resource utilization,

associativity, distributivity and commutativity. Figure 6 shows the result of applying retiming on a second

order IIR filter. Both the transformed graphs, 1 and 2, are obtained from retiming and have a critical path of 3;

however, the transformed graph 2 can be scheduled with only 2 multipliers while the first needs 4 multipliers

(since all the four multiplications can be performed only in the 3rd control step).
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Given that there is a degree of freedom in choosing the amount of resources used for a fixed throughput (i.e at

a fixed supply voltage), the question then becomes is the solution with the minimal amount of resources, as

chosen for the minimal area implementation, the “best” for low-power. On one hand, reducing the amount of

resources can reduce the wiring capacitance since there are fewer interconnects and/or fewer functional ele-

ments and registers, which are obstacles during floorplanning and routing. However, the amount of multiplex-

ors and control logic circuitry will typically increase with more time-sharing of resources. Therefore the

optimization strategy (and hence the power estimation model) must take into account the trade-off between

interconnect capacitance and control circuitry (which determines the effective capacitance being switched).

4.5 Reducing the Transition Activity

Designs using static CMOS logic can exhibit spurious transitions due to finite propagation delays from one

logic block to the next (called critical races or dynamic hazards). i.e. a node can have multiple transitions in a

single clock cycle before settling to the correct logic value. The amount of extra transitions is a complex func-

tion of logic depth, statistics of the input patterns, and skew. To minimize the “extra” transitions and power in a

design, it is important to balance all signal paths and reduce the logic depth. For example, consider the two

implementations for adding four numbers shown in Figure 7 (assuming a cascaded or non-pipelined imple-

mentation). Assume that all primary inputs arrive at the same time. Since there is a finite propagation delay

through the first adder for the chained case, the second adder is computing with the new C input and the previ-

ous output of A + B. When the correct value of A + B finally propagates, the second adder recomputes the sum.

Similarly, the third adder computes three times per cycle. In the tree implementation, however, the signal paths

are more balanced and the amount of extra transitions is reduced. The capacitance switched for a chained

implementation is a factor of 1.5 larger than the tree implementation for a four input addition and 2.5 larger for

an eight input addition. The above simulations were done on layouts generated by the LagerIV silicon compiler

[25] usingthe IRSIM [17] switch-level simulator over 1000 uncorrelated random input patterns.

The results presented above indicate that increasing the logic depth (through more cascading) will increase

the capacitance due to glitching while reducing the logic depth will increase register power. Hence the decision

to increase or decrease logic depth is based on a trade-off between glitching capacitance vs. register capaci-

tance. Also note that reducing the logic depth can reduce the supply voltage while keeping throughput fixed.

4.6 Wordlength Reduction

The number of bits used strongly affects all key parameters of a design, including speed, area and power. It is

desirable to minimize the number of bits during power optimization for at least three reasons:
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■ fewer bits result in fewer switching events and therefore lower capacitance.

■ fewer bits imply that the functional operations can be done faster, and therefore the voltage can be reduced while keep-
ing the throughput constant.

■ fewer bits not only reduce the number of transfer lines, but also reduce the average interconnect length and capaci-
tance.

The influence of various transformation on numerical stability (and therefore the required wordlength) varies

a lot. While some transformations, for example retiming, pipelining and commutativity, do not affect

wordlength, associativity and distributivity often have a dramatic influence [26]. In some cases, it is possible to

reduce both the number of power expensive operations and the required wordlength. In other cases, however, a

reduction in wordlength comes at the expense of an increased number of operations.

To illustrate the importance of wordlength optimization, consider the direct form and parallel form imple-

mentations of an 8th order Avenhaus bandpass filter (as shown in Figure 8a and 8b). The critical path of the

direct form, after multiplication to shift and addition substitution is 20 clock cycles while the critical path of

the parallel form is 28 cycles, assuming that each operation, in both cases, takes one cycle. However, the

numerical stability of the parallel form is significantly higher, resulting in wordlength requirements of only 11

bits, while the direct form solution requires 23 bits. The effective critical path for the direct form solution is

980 ns, while parallel form has a critical path of only 610 ns. Therefore, taking wordlength requirements into

consideration, changes the situation from one where the critical path in the parallel form is almost 50% longer,

to one where the critical path in the direct form is more than 50% longer. Similarly, a detailed analysis of these

two alternatives shows that the power consumption of the final implementation of the parallel filter is reduced

by a factor of four for a given throughput. Note that the direct form can be transformed to the parallel form (or

vice-versa) using a specific ordered set of transformations [27].

The results from section 4 can be summarized in the following requirements for the application of transfor-

mations for power reduction:

■ Efficient implementation of known and new transformations so that power is an explicit part of the cost function and
the development of the cost function itself.

■ Development of a transformation framework and search mechanism which will determine the order and extent to
which the transformations are applied so that final result is globally optimal.

5.0 Cost Function

The goal is to develop an objective function that is highly correlated to the final (and unknown) power dissi-

pation of the circuit. The objective function should be very easy to compute since it has to be evaluated many

times during the optimization process. A detailed estimation, while being accurate, will require hardware map-
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ping and compilation steps to convert a flowgraph to layout, making it impractical during the optimization pro-

cess. Hence a model correlated to the power must be developed strictly from the flowgraph level. This involves

a statistical study of the effects of various high level parameters on interconnect capacitance, control capaci-

tance, etc.

The power consumption of a circuit (represented in a control data flowgraph) is given by:

Ptotal = Ctotal* V
2 *  fsampling (EQ 4)

The goal of power optimization in this work is to keep the throughput constant (i.e.fsampling is fixed) by

allowing the supply voltage to vary. For a fixed sample period, power optimization is equivalent to minimizing

the total energy switched, CtotalV
2, where V is appropriate voltage required to meet the throughput rate.

Figure 9 shows the hardware model used in HYPER. A datapath module contains execution units, register

files, multiplexors, and buffers. Data stored in the register files is read out to the execution unit whose result is

written back into register files in the same datapath or in other datapaths. The register file may be preceded by

multiplexors depending on whether the execution unit receives data from different sources at different control

cycles in the sample period. The execution units on different datapaths communicate through global busses and

the outputs of the execution units are tri-stated if two different units share a common global bus. A distributed

control approach (which contains a global and local controller) is used to sequence through the operations in

the control cycles. This section addresses the estimation of the capacitance components and the supply voltage.

5.1 Capacitance estimate

The total capacitance switched depends on four components:

Ctotal= Cexu+ Cregisters + Cinterconnect + Ccontrol (EQ 5)

The capacitance estimation is built on top of an existing estimation routine in HYPER that determines

bounds and activity of various execution, register and interconnect components as well as the implementation

area [28], [29]. The details of the capacitance estimation routines are described below.

5.1.1 Execution Units

The capacitance switched by the execution units is estimated by multiplying (over all types of operations) the

number of times the operation is performed per sample period and the average capacitance per access of the

operation. The total capacitance is hence given by:
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(EQ 6)

wherenumtypes is the total number of operation types, Ni the number the times the operation of typei is per-

formed per sample period (or the activity), and Ci is average capacitance per execution of operation typei. The

average capacitance per execution has been characterized for the various modules (through SPICE and IRSIM

simulations, using models that were calibrated with results from experimental measurements) for a uniformly

distributed set of inputs. In general the probabilities are not uniform, however, this assumption is made to sim-

plify the cost evaluation. The capacitance values are parameterized as a function of bit-width and are accessed

when computing the power contributed due to the execution units. For example, the capacitance per access for

a ripple carry adder as a function of the Bitwidth (using a linear least squares fit) is shown in Figure 10. Table

2 shows the high-level capacitance models for various modules in the hardware library.

The model presented above assumes the capacitance contribution due the execution units is relatively inde-

pendent of allocation since the required number of operations must be performed within the sample period. For

example, if a flowgraph has five additions, it is assumed that it does not matter whether the final implementa-

tion has one adder performing all the five additions within the sample period or has five adders each perform-

ing one addition within the sample period. This is not completely correct since the capacitance switched is a

function of signal correlation. Techniques to model signal correlation at a high-level have been recently devel-

oped [18].

5.1.2 Registers

Registers are treated the same way as the execution units. The existing estimation program gives information

about the total number of register accesses (read/write) within a given sampling period. This is essentially the

“activity” of the registers. For the purposes of calculating the register energy, it is enough to know this “activ-

ity” and the actual number of physical registers is not required. The number of register accesses is multiplied

with the average capacitance per register access to yield a register contribution given by:

(EQ 7)

While the total number of registers is not important in calculating the register switching capacitance, it will

affect floorplanning and chip area and therefore the interconnect capacitance. Gated clocks are used and the

clock capacitance is taken into account during the characterization of the registers. Each register has a control

slice that locally buffers the incoming clock.

C
exu

N
i

C
i

⋅
i 1=

numtypes

∑=

C
register

N
registers

C
registers

⋅=
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5.1.3 Interconnect

While estimating the power consumed by the execution units and registers is quite simple and accurate, esti-

mating the interconnect component is a very difficult and challenging task. Driven by yield, floorplanning and

synthesis considerations for throughput and area optimization, several elaborate prediction models for total

chip and interconnect area have been built and successfully used [30], [31]. However, high-level synthesis

adds additional requirements on the prediction tools next to accuracy; during the optimization process in high

level synthesis, it is necessary to estimate the final cost frequently and therefore computationally intensive

models are prohibited, regardless of their precision.

Estimating the interconnect component of the final implementation should not only take into account the

effects of a wide spectrum of high level synthesis tools, such as assignment, allocation, scheduling and parti-

tioning into macro blocks, but also the effects of many low-level CAD tools, such as placement, floorplanning

and global and detailed routing. Of course, an accurate model for such a complex system can be built only

when a particular set of design tools is targeted. As mentioned earlier, we targeted the HYPER high-level syn-

thesis tools and the Lager IV silicon assembler [25]. We used the scalable CMOS design rules provided by

Mosis and targeted feature sizes of 1.2µm and 2µm.

The selection of this particular suit of design tools, enabled us to somewhat simplify the estimation process.

We concentrated our attention only on the inter-block (between macro blocks, e.g. different datapaths) routing

capacitance. The effect of intra-block (between logic modules inside a datapath) routing capacitance is already

taken into account during the calculation of execution units and register contribution, by incorporating an aver-

age loading capacitance (determined for the datapath compiler used in the LagerIV silicon assembler).

Building a model which will take into account the effects of the various tools mentioned above is a formida-

ble task. An extensive experimental study, followed by in-depth statistical analysis and verification is the only

viable solution which will satisfy the contradictory requirements of modeling a complex system, with high

accuracy in a computationally efficient manner.

The model for interconnect capacitance was built using fifty examples which were mapped from their Silage

descriptions to layout using the HYPER synthesis system and the LagerIV silicon assembler. The selected

examples cover a wide variety of DSP applications including linear and nonlinear filters (including FIR, direct

form, cascade, parallel, continuous function, ladder, wave digital, Rao-Kailath IIR, polynomial and homomor-

phic filters), fast transformations algorithms (FFT and DCT), several video and image processing algorithms

and audio examples. Selecting the set of examples for building the model was guided by the goal of including
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as diverse and as typical examples as possible. While the smallest example had only 12 operations, the largest

one had more than 400 operations. One half of examples was pipelined to various extents, and a subset of the

rest were transformed using several transformation in different orders. The examples cover a wide variety in

the ratio of critical path to available time, amount of parallelism, types of used operations, level of multiplex-

ing, size of the final implementations and other parameters.

After assembling the results for half the examples (for 25 examples), we started building the statistical

model. It immediately became apparent that the best correlation is one between the total interconnect capaci-

tance and the implementation area predicted by HYPER. It is widely recognized that the quality of the predic-

tion model is inversely proportional to number of parameters used during the prediction model building [32].

The number of parameters is equal to the sum of the number of input variables in the model, and amount of

data needed to describe the model. We built the interconnect capacitance model using only one variable as the

predictor (estimated area of the chip) and the complexity of the curve which fits data was minimized as much

as possible. Although it appeared that both the line and quadratic polynomial, and in particular the third order

polynomial fit the data well, none of these models passed the strict statistical test for goodness of fit and resub-

stitution validation procedure. However, a piecewise linear least square fit showed both excellent accuracy and

robustness.

The three segment piece-wise linear fit used to model the interconnect is characterized by 4 points, which are

(2.95, 16.5), (10, 77.6), (23.5, 217) and (80, 1257). The model is valid from a predicted area of 2 mm2 (which

is equal to the size of a chip with one execution unit, with a few registers and interconnects) to a predicted area

of 90 mm2 (which is equivalent to a chip can that can accommodate more than 30 execution units, with more

than hundred registers and multiplexers).

The measurement on all 50 examples, showed that the average error of the piecewise linear model is less than

18% percent, and the maximum error is smaller than 33%. Robustness of the model is illustrated by the fact

that during 10 random resubstitution of 25 different values for prediction, the largest average error was below

20%, and the maximum error did not exceed 40%.

During the development of prediction tools, often consistency (for two different randomly selected instances,

the one with lower predicted value indeed has lower measured value) is more important than accuracy. Consis-

tency of our single prediction variable (predicted area) was, despite the very simple and robust model, higher

than 96%. Figure 11 shows both the measured (for all 50 examples) and predicted values of the interconnect

capacitance as a function of the estimated chip area.
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Once the physical interconnect capacitance is accurately estimated, it is easy to establish a good interconnect

power consumption model. The interconnect capacitance component is then given by:

Cinterconnect = α * Ctotal / N (EQ 8)

whereα is the average activity (the total number of interconnect accesses multiplied by an average signal

transition probability), Ctotal is the total estimated interconnect capacitance of the chip and N is an estimate of

the number of physical interconnects (after bus-merging). The HYPER system provides accurate estimates of

the number of interconnects and activity.

The interconnect model was built using the automatic place and route features of the LagerIV placement and

layout tool (Flint). In the future, a model should be developed based on hand-optimized floorplanning so the

user can get feedback on the efficiency of their layout.

5.1.4 Control Logic

High level estimation of the power consumed by the controller, like that of interconnect, is complicated

because the control is not defined until the hardware mapping process. Neither the number of control blocks

nor the their function / size is known at the estimation stage, making it impossible to estimate any properties of

the control theoretically. After scheduling, the control is defined and optimized by thehardware mapper and

further by thelogic synthesis process before mapping to layout. Like interconnect, therefore, the control needs

to be estimated statistically.

The distributed control model used by HYPER is especially suited for low power. The control model incor-

porates a central finite state machine from which the state information is distributed to local controllers. Con-

trol signals (e.g. LOAD for the register file) for the datapath are generated in the local controllers. Bus

capacitance on the control lines is reduced by placing the local controllers close to the datapaths. Thus, only

the global state lines need to be distributed globally across the chip.

A large amount of data from several different DSP algorithms were analyzed in order to model the power

consumed by the global and local controllers. Both initial and transformed versions were used to get a com-

plete description of the sample space. Fully pipelined versions were not considered since there is only one con-

trol cycle per sample period, eliminating the need for a controller. Each of the benchmark examples were

mapped to SDL (structural description) using HYPER and then into layout using the LAGER IV silicon com-

piler. IRSIM was used to extract the switching capacitances required to build the statistical model. This process

has been automated for characterizing new libraries or the effects of new tools.

Global Control Model:
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The amount of capacitance switched in the global controller was found by simulating each benchmark circuit

for a whole sample period after the initial conditions were set up. The capacitance switched per sample period

in the global controller was found to be directly related to the number of states, Nstates, and is given for a 1.2

µm technology by:

(EQ 9)

For a 1.2µ technology, α1 is 4.9fF andα2 is 22.1fF. Figure 12 shows the total capacitance switched by the

global controller as a function of the number of states. Note that the number of states not only determines the

number of cycles the FSM goes through, but also the number of output bits it drives. Therefore, the total num-

ber of transitions and hence the capacitance switched, is strongly dependent on the number of states.

Local Control Model:

Since there are several local controllers in each design, the local controllers account for a larger percentage of

the total capacitance than the global controller. A set of fifty examples were used to build the capacitance

model for the local controller. Table 3 shows the data obtained for four different examples. The capacitance

switched in the local controllers were determined by applying the state input sequence to each of the local con-

trollers and simulating using IRSIM over a whole sample period. Correlations between the capacitance

switched and several parameters like the number of states in the control, the number of outputs of the control-

ler, and the total number of transitions on the output control signals were measured. The capacitance of the

control was found to be highly correlated to the number of transitions on the output control signals. Note that,

in this case, unlike the global controllers, the number of states gives no information about the number of transi-

tions on the output nodes which depends on the glue-logic to be implemented. The transitions must therefore

be separately accounted for. Using statistical tools to fit the data to a polynomial function, it was found that the

total capacitance switched, in one sample period, for any local controller is a linear function of the number of

transitions, the number of states and the bus factor given by (EQ 10).

(EQ 10)

whereNtrans is the number of transitions,Nstates is the number of states,Bf is the bus factor (explained

below), andClc is the capacitance switched in any local controller in one sample period.Bf represents the activ-

ity factor on busses and is defined as the ratio of the number of bus accesses to the number of busses. It is a

measure of the average number of times busses are accessed. It represents a measure on the number of multi-

plexors and each multiplexor requires control signals from the controller. For a 1.2µ technology, β0, β1, β2 andβ3

CFSM α1N
states

α2+=

Clc β0 β1N
trans

β2N
states

β3Bf+ + +=
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are 72, 0.15, 8.3 and 0.55 respectively. Figure 13 shows the correlation between the actual and predicted capaci-

tance switched per sample period for several different examples.

This model, though accurate to within 20% (as indicated by resubstitution validation procedure) is not suffi-

cient since it assumes that the number of transitions is known. The number of transitions depends on assign-

ment, scheduling, optimizations performed by the hardware mapper and the logic optimization tool(misII), the

standard cell library used, the amount of glitching, and the statistics of the inputs. It is impossible to determine

the combined effects of all these elements apriori. A statistical model relating the number of transitions to high

level parameters was therefore derived. The important high level parameters that affected the number of transi-

tions are:

■ Size/complexity of the graph, i.e. the number of nodes and the number of edges. This is because the number of reads
from and write to registers is dependant on the number of edges and nodes in the graph respectively. Control signals
need to be generated for every read and write process.

■ The number of execution units times the number of states. This is because each execution unit receives the clock and
clock inverse every control cycle. In the hardware model used, the clock inverse is generated in the local controllers
and fed to the execution units.

The HYPER high level synthesis system provides a lower bound on the number of execution units within as

accuracy of 10% [28]. The lower bound on the busses tracks the actual number of busses closely and the max-

imum number of busses tracks the total number of bus accesses. The numbers predicted by HYPER were

therefore used in building the correlation model. The fit function obtained for the total number of output transi-

tions on local controllers based on the three high level parameters mentioned above is given in (EQ 11).

(EQ 11)

whereNtrans is the number of transitions on the outputs of the local controllers,S is the number of control

cycles per sample period,Nedges andNnodes are the number of edges and nodes respectively in the CDFG and

Nexu is an estimate for the total number of execution units. For a 1.2 m technologyγ1, γ2 andγ3 are 178.7, 7.2

and 2.0 respectively. Figure 14 shows the total number of transitions in one sample period for the different

examples vs. the fit function for the transitions based on high level parameters.

This statistical estimate takes into account the effects of logic synthesis and optimization. Effect of undeter-

mined factors such as glitching are also included. Each datapath element in the cell library has a built in con-

trol-slice to locally buffer the incoming control signals. The internal gate and routing capacitance is taken into

account when characterizing the leafcells. For example, the multiplexor select signal for a 16-bit datapath is

buffered in the control slice. Therefore, the controller only drives a single (typically minimum sized) gate. This

information was used to determine the loading capacitance during simulations.

Ntrans γ1 γ2 Nnodes Nedges+ 
  γ3 S N× Exu 

 + +=
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5.2 Supply Voltage Estimation

The power supply voltage at which the flowgraph implementation will meet the timing constraints is esti-

mated. The initial flowgraph which meets the timing constraints is typically assumed to be operating at a sup-

ply voltage of 5V with a critical path of Tinitial (the initial voltage will be lower if Tinitial < Tsampling, where

Tsampling is the throughput constraint). After each move, the critical path is re-estimated, and the new supply

voltage at which the transformed flowgraph still meets the time constraint, Tsampling, is determined. For exam-

ple, if the initial solution requires 10 control steps (and let’s assume that this is the same as the sampling

period) running at a supply voltage of 5V, then a transformed solution that requires only 5 control steps can run

at a supply voltage of 2.9V (where the delay increases by a factor of 2, Figure 1b) while meeting the same con-

straints as the initial graph.

A model for delay as a function of Vdd is derived from the curve shown in Figure 1b. Let the speedup of a

transformed solution be defined as:

Speedup = Tsampling / Tcriticalpath (EQ 12)

where Tcriticalpath is the critical path of the transformed solution.

Since, the major power reduction during CDFG optimization using transformations is attributed to a reduc-

tion of the supply voltage and since the supply voltage has to be constantly evaluated (every time the objective

function is called), it is important to model delay-Vdd relationship using an accurate and computationally effi-

cient procedure. This relationship (of delay-Vdd) was modeled using Neville’s algorithm for rational function

interpolation and extrapolation [33]. Neville’s algorithm provides an indirect way for constructing a polyno-

mial of degree N-1 so that all of the used points are exactly matched.

Figure 15 also shows the accuracy of the interpolated data (plotted for speedup values ranging from 0.86 to

26 with increments of 0.1) when compared to the experimental data. Figure 16 shows an overview of the

power estimation routine. It takes a control dataflow graph as input and computes the power using the existing

estimation routines (critical path, bounds on resources and activity) along with the newly developed capaci-

tance and voltage estimation routines (as discussed in this section).

6.0 Optimization Algorithm

The algorithm development for power minimization using transformations was greatly driven by several con-

siderations and constraints. The basic strategy involved:

■ Efficient tailoring of existing library transformations for power optimization.
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■ Fully utilizing the information about the design solution space obtained through extensive experimentation and theo-
retical insights (so that the algorithm can quickly come out of deep local minima).

■ Efficient use of computer resources (CPU time and memory) so that large real-life examples can be addressed.

■ Developing the modular software so that future enhancements or changes can easily be incorporated.

The computational complexity analysis of the power minimization problem showed that even highly simpli-

fied versions of the power optimization tasks using transformations are NP-complete. For example, we have

shown that retiming for power minimization is a NP-complete problem. Computational complexity of retiming

for power optimization is particularly interesting and somewhat surprising, since retiming for critical path

reduction has several algorithms of polynomial-time complexity [34].

The computational complexity of the power minimization problem implies that it is very unlikely, even when

the set of applied transformations is restricted, that polynomial time optimal algorithm can be designed. Two

widely used alternatives for design of high quality suboptimal optimization algorithms are probabilistic and

heuristic algorithms. Both heuristic and probabilistic algorithms have several distinctive advantages over each

other. While the most important advantage of heuristic algorithms is a shorter run time, probabilistic algo-

rithms are more robust and have stronger mechanisms for escaping local minima’s.

An extremely wide spectrum of probabilistic algorithms are commonly used in various CAD and optimiza-

tion problems. Among them, the most popular and successful are simulated annealing, simulated evolution,

genetic algorithms, and various neural network algorithms (e.g. Boltzmann machine). Although recently there

has been a considerable effort in analyzing these algorithms and the type of problems they are best suited for

(for example a deep relationship between simulated annealing and solution space with fractal topology have

been verified both experimentally and theoretically [35]), algorithm selection for the task at hand is still mainly

an experimental and intuitive art.

In order to satisfy all major considerations for the power minimization problem, we decided to use a combi-

nation of heuristic and probabilistic algorithms so that we can leverage on the advantages of both approaches.

Before we get into the algorithmic details, we will briefly outline the set of transformations used.

The transformation mechanism is based on two types of moves, global and local. While global moves opti-

mize the whole DCFG simultaneously, local moves involve applying a transformation only on one or very few

nodes in the DCFG. The most important advantage of global moves is, of course, a higher optimization effect;

the advantages of local moves is their simplicity and small computational cost. We used the following global

transformations (i) retiming and pipelining for critical path reduction (ii) associativity (iii) constant elimination

and (iv) loop unrolling. In the library of local moves we have implemented three algebraic transformations:
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associativity (generalized to include properties of inverse elements as introduced in [22]), commutativity, and

local retiming. All global moves minimize the critical path using polynomial optimal algorithms. Their use is

motivated by the need for shorter run-times. For example, the global pipelining move for a 7th order IIR filter

with 33 nodes took 1.8 CPU seconds on a SPARC2 workstation. Extensive experimentation showed that

although the best solution in semi-exhaustive searches is rarely one with the minimum critical path, it is very

often topologically very close (a small number of moves is needed to reach it starting from a solution with the

shortest critical path).

The Leiserson-Saxe algorithm for critical path minimization using retiming is used. The algorithm is modi-

fied in such a way that it automatically introduces the optimal number of pipeline stages needed to minimize

the cost function for power. Pipelining is accomplished by allowing the simultaneous addition of the equal

number of delay elements on all inputs or all outputs but not both. The Leiserson-Saxe algorithm is strictly

based on minimizing the critical path and inherently does not optimize the capacitance being switched for a

given level of pipelining. The modified algorithm determines the level of pipelining where the power is mini-

mized and this is used as a “good” starting point for optimization using local moves (as will be discussed

below). The global move for associativity involves the minimization of the critical path using the dynamic pro-

gramming algorithm. Loop unrolling does not involve any optimization, instead it enables transformations

which reveal large amount of concurrency for other transformations. For each local move, we defined the

inverse local move which undoes the effect of the initial move.

As previously mentioned, the algorithm for power minimization using transformations has both heuristic and

probabilistic components. While the heuristic part uses global transformations, the probabilistic component

uses local moves. The heuristic part applies global transformations one at the time in order to provide good

starting points for the application of the probabilistic algorithm. The probabilistic algorithm conducts a search

in a vicinity of the solution provided by the heuristic part with the goal of minimizing the effective capacitance

(trading-off control, interconnect and activity). The underlying search mechanism of the probabilistic part is

simulated annealing with the goal that local minima’s can be escaped by using uphill moves and the effects of

various transformations can be efficiently combined so as to minimize the capacitance component of power.

Initially constant propagation is applied to reduce both the number of operations and the critical path, fol-

lowed by the modified Leiserson-Saxe algorithm and the dynamic programming algorithm for the minimiza-

tion of the critical path using associativity. This step is followed by simulated annealing which tries to improve

the initial solution by applying local moves probabilistically. For simulated annealing we used the most popu-

lar set of parameters [36]. For example, we used a geometric cooling schedule with a stopping criteria which
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terminates the probabilistic search when no improvement was observed on three consecutive temperatures.

After each move, a list of all possible moves is generated for each local transformation. The transformation and

particular move to be applied is then selected randomly. In addition to the above algorithm, loop-unrolling can

be used as preprocessing step.

HYPER-LP also allows optimization using a user specified sub-set of transformations (for example, optimiz-

ing with only pipelining). Figure 17 shows an overview of the HYPER-LP system.

7.0 Examples and Results

The techniques described in the previous sections will now be applied to “real-world” examples to demon-

strate that a significant improvement in power can be achieved. Three examples of distinctly different compu-

tational structures are presented in this section and are optimized for power using the HYPER-LP system.

Multiplications with constants were converted to shift-add operations. The improvement from this transforma-

tion was not taken into account since this it is a standard transformation performed for area or throughput opti-

mization. The run time for all examples were less than 1 minute on a SPARC 2 workstation. The bitwidth

requirement was established using the HYPER simulator tool [11].

7.1 Example #1: Wavelet Filter

The first example is a wavelet filter, used in speech and video applications. The implementation contains

high-pass and low-pass filters that are realized as 14th order FIR modules using a wordlength of 16-bits (deter-

mined by high-level simulation). This example is representative of a wide class of important signal processing

applications such as FFT, DCT (Discrete Cosine Transform), matrix multiplication, cyclic convolution and

correlation that have no feedback loops in the signal flowgraph. For this class of applications, retiming and

pipelining provides an efficient and straight forward way to reduce critical paths (and thus voltage) while pre-

serving throughput and the number of operations.

The initial reference design is a fully time-multiplexed area-optimized realization of the filter, with minimal

amount of resources (1 adder, 1 subtractor, 1 shifter, and 4 global busses). The number of global busses were

minimized using global bus-merging (i.e busses that are never accessed simultaneously can be collapsed) with

the goal of minimizing the area. This solution has a critical path of 22 clock cycles and can be clocked at a

maximum frequency of 1.5Mhz (since the critical path for this 16-bit datapath is around 30ns). Using HYPER-

LP, it was found that Retiming by itself was sufficient to reduce the critical path of this design to 3 control

cycles. Since the throughput requirement is 1.5Mhz, the clock period can be made approximately 7 times as
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long (= 22 / 3) while meeting the timing constraint and therefore the supply voltage can be reduced to 1.5V

(Figure 1b).

Since the amount of resources increases significantly (since the allocation is done with available time = criti-

cal path = 3 cycles), we expect the chip area and hence the interconnect component of power to increase. This

is seen from Figure 18, which shows a plot of the average capacitance per bit obtained from layout extraction

as a function of the bus number for the initial 22 cycle implementation (which contained 4 busses) and for the

final 3 cycle implementation (which contained 25 busses). The figure also shows the capacitance obtained from

the estimation of interconnect using the model presented in section 6.1.3.

The global bus capacitance switched increased by a factor of 3 from 400pF to 1200pF. However, the total

capacitance switched was actuallysmaller than the minimal area version! There are several factors contribut-

ing to this decrease in capacitance:

■ The amount of multiplexor, tri-state and control switches (which contributed to 45% of the total power of the minimal
area design) were reduced significantly.

■ The initial design uses bus-merging to significantly reduce the interconnect area. However, this does not come for free
as the loading for the tri-state buffers driving the bus increases. Also all of the multiplexors whose inputs are con-
nected to the shared bus will switch every time the bus value transitions, resulting in extra power. The problem is not
as severe in the final design since there is little room for bus-sharing since there are fewer control cycles.

■ The average transition activity (which is not modeled by the estimator presented in Section 6) and hence the capaci-
tance per access for the logic modules (adder, subtractor, and shifter) was significantly lower in the final version. The
reason is that in the initial version, since the modules were fully time-multiplexed, the inputs to the modules were
coming from different sources (and hence uncorrelated) and had a higher probability of transitioning. In the final ver-
sion (in which many units were allocated), there are longer periods of inactivity during which the inputs to the modules
do not change and hence the units do not switch, resulting in lower activity.

The total power was reduced by a factor of 18 (these results are obtained from the IRSIM switch level simu-

lator using a linear RC model using real input data). Table 4 shows the statistics of the initial and final designs.

Note that area has been traded for lower power.

7.2 Example #2: IIR Filter

The second example is a 16-bit 7th order IIR filter with a 4th order equalizer designed using the filter design

program Filsyn [37]. This example is representative of the largest class of examples where feedback is an

inherent but not particularly limiting part of the computation structure.

Unlike the previous example, when the transformation set of the HYPER-LP system was limited only to

retiming, no reduction in the power consumption was observed. However, when the transformation set was

enhanced to include both retiming and pipelining, the tool was very effective and achieved a reduction in the

number of control steps used from 65 to 6 cycles. The implementation area increased as the number of control
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cycles decreased. Figure 19a shows a plot of the number of execution units vs. the number of control cycles.

The number of registers increased from an initial number of 48 (for 65 control cycles) to 102 (for 6 control

cycles). This is a typical example where the area is traded for lower power. It is immediately evident that the

price paid for reducing critical path is the increased registers and routing overhead. Figure 19b shows a plot of

the normalized clock cycle period (for a fixed throughput) as a function of number of control cycles. We see

that reducing the number of control cycles through transformations allows for an increase in clock cycle period

or equivalently a reduction in supply voltage. However, at very low voltages, the overhead due to routing

increases at a very fast rate and the power starts to increase with further reduction in supply voltage. The power

reduced approximately by a factor of 8 as a result of dropping the voltage from 5V to approximately 1.5V. Fig-

ure 20 shows a plot of Power vs. Vdd for a fixed throughput. Note that the low-power solution is somewhere

between the minimal area solution and the maximum throughput solution.

7.3 Example #3: Volterra Filter

 The third example is a second order Volterra filter. This is a particularly challenging example since pipelin-

ing cannot be applied due to a recursive bottleneck imposed by long feedback loops (optimizing with pipelin-

ing as the only transformation results in power reduction only by a factor of 1.5). For this case, loop unrolling,

retiming and associativity transformations proved to be important in alleviating the recursive bottleneck,

allowing for a reduction in critical path and voltage.

 Figure 21 shows the final layouts of optimizing the Volterra filter for power as well as for area while keeping

the throughput fixed. This final implementation has approximately nine times better power characteristic and

the same area as the initial implementation.

Table 5 shows a summary of power improvement after applying transformations relative to initial solutions

that met the required throughput constraint at 5V for the representative examples described in this section. The

results indicate that a large reduction in power consumption is possible (at the expense of area) compared to

present-day methodologies. Also interesting was the fact that the optimal final supply voltage for all the exam-

ples was much lower than existing standards and was around 1.5V. A couple of overall comments on the

results obtained:

■ It is possible, after optimization, that the final solution will end up with a supply voltage that is non-standard (e.g 2 V).
In this case, high efficiency (> 90%) switching regulators (as opposed to linear regulators) can be used to provide the
required supply voltage and voltage conversion circuits can be used at the system level to communicate between sub-
systems that are working at different voltages. Voltage level conversion circuitry can be implemented with very low
area and power overhead [38]. The use of multiple supply voltages (in which each part of the system operates at its
own “optimum” voltage) can result in significant system power reduction compared to a solution which uses a single
power supply voltage.
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■ Reducing the supply voltage raises some issues on noise immunity. Inductive noise is a result of the voltage drops (L *
di/dt) across the inductors in the supply lines. Ignoring the threshold effects on current, we see that the di/dt scales as
V3 (even faster when threshold effects are taken into account), and hence drastically reducing the voltage noise. How-
ever, as mentioned earlier, reducing the voltage will require more parallelism (to meet throughput requirements) and
will hence increase the number of simultaneously switching elements. Even so, the overall noise reduces in approxi-
mately a quadratic fashion with respect to the supply voltage. Also, using advanced packaging can reduce the lead
inductances dramatically over conventional packaging (e.g a MCM package has less than 2nH of lead inductance
while a typical wirebond pin grid array package has about 10nH). A similar analysis shows that the resistive noise
(proportional to the current) scales at least linearly.

8.0 Conclusions

Power minimization is becoming a very important problem with the increasing demand for portable comput-

ing. An automated high-level synthesis system, HYPER-LP, was presented for optimizing power consumption

in algorithm specific datapath intensive circuits using a variety of architectural and computational transforma-

tions. The synthesis approach consisted of applying transformation primitives in a well defined manner in con-

junction with efficient high-level estimation of power consumption. The experimental results indicate that

more than an order of magnitude reduction in power is possible over current-day design methodologies (that

tend to minimize area for a given throughput) while maintaining the system throughput. It was found that the

optimal supply voltage for minimizing power was much lower than existing standards (present-day 5V and

emerging 3.3V) and was around 1.5V for most of the examples investigated. This work has addressed some

key problems in the automated design of low-power systems, and provides a good starting point for addressing

other research problems like detailed power estimation, module selection, partitioning, and scheduling for

power optimization.
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